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Abstract—Recent approaches using network coding (NC) to mix
data from different flows show significant throughput improve-
ment in wireless networks. However, in this paper, we argue that
exhaustively mixing packets from different flows may decrease
network quality of service (QoS), particularly in the presence of
flows with different service classes. We therefore propose a context-
aware interflow network coding and scheduling (CARE) frame-
work, which adaptively encodes data across the traffic to maximize
the network QoS. First, we develop a perception-oriented QoS
(PQoS) to measure the user satisfaction of different types of ser-
vices. Next, based on the characteristics of the traffic, we optimally
combine data across the flows and schedule the encoded packets in
each time frame to maximize the PQoS at the receivers. Solving
CARE is NP-hard; thus, we devise a computationally efficient
approximation algorithm based on the Markov chain Monte Carlo
method to approximate the optimal solution. We prove that the
proposed approximation algorithm is guaranteed to converge to
the optimal solution. The analytical and simulation results show
that, under certain channel conditions, the proposed CARE-based
schemes not only improve the network QoS but achieve high
throughput across all receivers as well. Additionally, the results
show that the approximation algorithm is efficient and robust to
the number of data flows. In some transmission conditions, our
CARE-based schemes can improve the network QoS up to 50%
compared with the existing randomized NC techniques.

Index Terms—Multiuser multiservice scheduling, quality of ser-
vice (QoS), random network coding (RNC), wireless networks.

I. INTRODUCTION

W E consider the problem of downlink transmission in
wireless networks, whereby multiple data flows share

a single wireless channel. Traditionally, data transmission is
performed via the store-and-forward routing protocols in which
an intermediate node stores incoming data and forwards them
to the neighboring nodes toward the destinations without al-
tering contents of the data. Differently, in the new network
coding (NC) approach [1], an intermediate node is allowed to
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combine the incoming data packets before sending them out
to the receivers. It has been shown that NC-based approaches
significantly improve network performance, such as throughput
[2]–[6], transmission delay [3], [7], and energy [8], [9]. For
instance, Nguyen et al. [2], [6] showed that XOR-based NC
schemes used in conjunction with a scheduler at a WiFi access
point (AP) can significantly improve the network throughput
of a broadcast session. The authors showed that, under some
transmission conditions, bandwidth efficiency could be double
compared with the traditional Auto Repeat reQuest (ARQ)
approaches [10], [11]. Additionally, Eryilmaz et al. [3] have
shown that, in unreliable wireless networks, transmission delay
decreases substantially by using NC. Furthermore, Tran et al.
[12], [13] showed that significant bandwidth gain can also be
achieved by employing NC in conjunction with channel coding
techniques across different unicast sessions. In a different av-
enue, Wu et al. [8] showed that NC can also be used to minimize
the transmission energy in mobile ad-hoc networks as well.

In this paper, we focus on using NC-based approaches to
improve the quality of service (QoS) of wireless networks that
consist of multiple unicast flows. Generally speaking, providing
high QoS for multiuser wireless networks is challenging. First,
wireless links often suffer due to severe fading and interference.
Additionally, channel conditions that usually change over time
significantly affect the QoS at the receivers. Furthermore, the
heterogeneity of channel conditions makes the scheduling prob-
lem more challenging, as receivers usually experience different
data losses. Retransmitting lost data to a receiver in a bad chan-
nel condition may decrease the network bandwidth efficiency
because data could be duplicated at other receivers. On the other
hand, only serving receivers in good channel conditions could
leave many other receivers in worse channel conditions with un-
acceptable QoS. The problem usually becomes combinatorially
hard in nature.

In fact, there exists literature on using NC to improve network
QoS. Notably, Seferoglu et al. [14], [15] proposed video-aware
opportunistic XOR-based network encoding and scheduling
schemes for video streaming. The proposed schemes take into
account both video distortion and deadlines of the packets
for optimal data encoding and scheduling. The simulation re-
sults showed significant video quality improvement [i.e., peak-
signal-to-noise ratio (PSNR)] compared with the approaches
without video-aware encoding. Those works, however, con-
sidered only the case where all data flows are multimedia
streams (i.e., video). As a result, they may not work well when
applied directly to scenarios where traffic includes both delay-
sensitive (e.g., video streaming) and elastic applications (e.g.,
web browsing). In such a setting, the performance metric of
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delay-sensitive applications (e.g., PSNR for video streaming)
might not be a good metric to measure the QoS of the delay-
tolerant applications. Generally, the heterogeneity of the traffic
content makes the encoding and scheduling problem more
challenging because the transmitter needs to consider not only
the transmission deadline but the characteristics of the traffic
as well.

We consider the problem of multiuser downlink transmission
of heterogeneous traffic in lossy wireless networks. A typical
approach for such a system is to overprovision the QoS require-
ments for various flows. Such a system will work well as long
as the aggregate demand from all the flows does not exceed
the network capacity [16]. However, in an overloaded transmis-
sion scenario, the system performance is likely to deteriorate
rapidly due to a traffic surge [17]. Therefore, we propose a new
NC-based framework called Context-awARE Interflow Net-
work Coding and Scheduling (CARE) which utilizes the user
perception-oriented QoS model (PQoS) [18] for optimal inter-
flow data encoding and scheduling. Generally speaking, CARE
optimally encodes and schedules data transmission based on
both channel conditions and characteristics of the traffic to
maximize the network QoS from the user’s perspective. Our
results show that CARE significantly improves the network
QoS and throughput, in comparison with the state-of-the-art
NC-based approaches. The performance improvement basically
comes from the optimal trade-off between the number of useful
data packets transmitted by the deadline and the bandwidth
allocation to different flows via its PQoS objective function.
To the best of our knowledge, this is one of a few papers
that consider PQoS as the objective function in formulating the
multiuser downlink scheduling using NC in wireless networks.

Extending from our preliminary results in [19], the main
contributions of this paper are summarized as follows.

• We first show that the approaches optimized for through-
put might decrease the QoS at some receivers in the
presence of traffic with different service classes. We then
devise PQoS as the network metric to quantitatively mea-
sure the performance of different transmission strategies.
The CARE framework based on PQoS consolidates not
only the traffic priorities but also the characteristics of the
flows in its encoding and scheduling operation. Analyses
on QoS performance for different transmission strategies
are provided in detail.

• We formulate CARE as a combinatoric optimization
problem with constraints. We further show that CARE
can be reduced to a set of weighted stochastic knapsack
problems and, therefore, is NP-hard [20]. We then exploit
the traffic characteristics to devise an efficient approxima-
tion algorithm based on the Markov chain Monte Carlo
(MCMC) method for finding a near-optimal solution. Our
results show that, under certain channel conditions and
QoS requirements, our proposed CARE-based schemes
lead to significant network performance improvement
for both delay-sensitive and delay-tolerant data flows.
We further provide analytical results on the asymptotic
behavior and upper bound on the convergence time of
the approximation algorithm based on the canonical path

technique [21]. We also describe context-aware partial
interflow NC (PCARE), an extension of CARE, which
allows for finer grained bandwidth allocation.

• We provided theoretical analysis and intensive simula-
tions to elaborate the system performance improvement of
our proposed schemes. Our results reveal that optimizing
the PQoS is equivalent to optimizing the network effective
throughput constrained on the fairness condition among
the users. The results also show that the approximation
algorithm is efficient and robust to the number of data
flows and quickly converges to the optimal solution.

The remainder of this paper is organized as follows. We first
discuss some background and related work in Section II. In
Section III, we describe the system model, the issues of the
existing approaches, and performance metric. In Section IV,
we analyze the system performance of different transmission
strategies, CARE formulation, and its hardness. In Section V,
we develop an approximation algorithm for CARE. Simula-
tions and discussions are provided in Section VI. Finally, we
conclude this paper in Section VII.

II. BACKGROUND AND RELATED WORK

Random Network Coding: The notion of NC, i.e., mixing
of data at intermediate nodes to increase the overall multicast
throughput of a network, was first proposed in the seminal paper
by Ahlswede et al. [1]. Its key idea is to prove the existence
of some network codes (method of mixing data at interme-
diate nodes) that achieve multicast capacity. This spurted a
number of works on construction of practical network codes,
including algebraic, algorithmic, and randomized approaches
[22]–[25]. In particular, the work in [22] proposed a class of
linear network codes for multicast transmission. The author
proved that linear coding suffices to achieve the maximum
throughput, which is the max-flow min-cut from the source to
each receiving node. Inspired by this work, Koetter and Medard
[23] proposed a theoretical framework based on algebraic tools
for deriving the conditions to achieve capacity in networks
using linear codes. The proposed framework shows interesting
connections between certain systems of polynomial equations
and the solutions to network routing problems. Notably, the
work in [4] (and its extended version in [26]) proposed a random
NC (RNC) framework for efficient network code construction
in a distributed manner. In particular, it shows that intermediate
nodes in a network do not need to cooperate with each other to
generate coded packets. Instead, each node independently gen-
erates its coded packets by combining its incoming data with
the coding coefficients randomly selected from a large finite
field. The authors proved that, with probability approaching 1,
the encoded packets are independent. Based on this result,
Chou et al. [25] proposed a practical solution to implement
NC for an arbitrary network topology. In particular, it has been
shown that, by inserting the coding coefficients into the coded
packets’ headers, the sinks can reconstruct the original data
efficiently by solving a system of linear equations constructed
by the encoded data.
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Fig. 1. Example of UNI and RNC transmission schemes for two receiver sce-
narios. For the RNC scheme, coded packets ci = αia+ βib. Packet receipts
are denoted by “×,” “o,” and “-” for lost, successful, and “received but useless”
packets, respectively.

RNC for Wireless Networks: It has been shown that applying
NC in wireless ad-hoc networks can significantly improve the
network bandwidth efficiency [27], transmission delay [28],
[29], or transmission energy [7]. The key idea of these works
is to exploit the nature of a broadcast signal, which can be
intercepted by many neighboring nodes. Data of different flows
are then combined (i.e., performing RNC) together to generate
coded data packets before sending them to other nodes in
the vicinity. Recently, Douik et al. [30], [31] have proposed
techniques to reduce the decoding delay for different feedback
constraints. These works, however, only focus on broadcasting
transmission and do not consider the flows with heterogeneous
content and services. A detailed list of wireless applications
beneficial from using NC in these settings can be found in [29].

Our network model is closest to the model used in [2] and
[6], whereby the authors model a broadcast session in a last-
mile network. Differently, we consider multiple unicast flows
sharing a bandwidth-constrained channel. Our transmission
model can be applied to many practical transmission scenarios
in WLAN, WiMAX, and cellular networks. Before describing
our system model, we first illustrate the benefit of using NC in
such a setting.

Example 1: An AP wishes to send two packets a and b to
two receiversD1 andD2, respectively. In ARQ unicast protocol
(UNI), the AP uses the first and second time slots to send a
and b, respectively. As illustrated in Fig. 1, packet a is lost at
D1 while successfully received at D2. However, D2 discards a
because it wants packet b instead. Similarly, in the second time
slot, packet b is successfully received by D1 (but it is discarded
because D1 wants a instead) while lost at D2. Assuming that,
in the next two time slots, the transmission links are in good
conditions, then the AP can successfully retransmit the lost
data packets to their intended receivers. As a result, it needs
four time slots to deliver two packets a and b to D1 and D2,
respectively.

Next, we consider a transmission scheme using RNC, as
proposed in [32]. In this approach, the AP generates coded
packets by linearly combining a and b with random coefficients
and sending them out to the receivers. For example, coded
packets ci are generated as ci = αia+ βib, i = {1, 2, 3, . . .},
where αi and βi are coefficients drawn randomly from a large
finite field Fq (q is the field size). The AP then broadcasts
two coded packets c1 and c2 in the first and second time
slots, respectively, as shown in Fig. 1. As a result, D1 and
D2 will successfully receive c2 and c1, respectively. In the
third time slot, the AP broadcasts another coded packet c3,
which is successfully received by both receivers. After three

Fig. 2. System model. At the beginning of frame k, new arrived packets will
be scheduled for transmission in the next N time slots (period of a frame).

transmissions, each of the receivers now has two coded packets,
which can be used to recover their desired data by solving
a system of linear equations using the encoded packets. We
note that the coefficients are included in the packets’ headers,
enabling the receivers to solve the linear equation system.
It requires additional transmission overhead; however, with a
sufficiently large packet size, this overhead is negligible [25].
Thus, the RNC approach needs only three transmissions to
deliver two packets to the receivers, saving 25% transmission
bandwidth compared with the UNI scheme.

III. SYSTEM MODEL, ISSUES, AND

PERFORMANCE METRIC

A. System Model

We consider the problem of time-slotted downlink transmis-
sion of M data flows to M receivers (users) in lossy wireless
networks, as illustrated in Fig. 2. We assume that the transmitter
uses M “virtual queues” to store randomly arrived packets of
different flows before sending them out to the corresponding
receivers. Transmissions are scheduled by frames (periods),
each consisting of N time slots. Generally, the value of N can
be determined by the hard deadline of buffered data or by the
number of backlogged data packets in the buffer [15], [33]–[35].
When a new flow arrives at the transmitter in the current
transmission frame, it will be scheduled for transmission in the
next frame. Without loss of generality, we assume that there are
ki, i = 1, 2, . . . ,M data packets being delivered to receiver Di

in each transmission frame. In this paper, we focus on finding
an optimal flow partition scheme for encoding and scheduling
data across different flows, given a set of data packets for each
transmission frame.

We assume that the scheduled packets of delay-sensitive
applications, which cannot be delivered to the corresponding
receivers by the deadline, will be discarded from the system.
The system QoS is computed based only on the number of data
packets that have been received successfully within that period.
On the other hand, for delay-tolerant reliable applications such
as file transfer, the lost packets will be retransmitted until they
are successfully delivered (possibly via multiple transmission
frames). Detail of the mathematical formula used to compute
the system QoS is defined in Section III-C3. In addition, we
assume that the transmission links between the transmitter and
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the receivers are heterogeneous and independent identically
distributed binary erasure channels with erasure probability pi.
A flow i implements a packet-level forward error-correcting
(FEC) code (ni, ki) (e.g., [36]) to cope with data errors. Using
such an FEC code, receiving ki out of ni transmitted packets is
sufficient for receiver Di to recover the original information.
The code rates ki/ni are prespecified based on the network
conditions or/and priority of the users’ subscription. Finding
the optimal coding rates is beyond the scope of this paper. Ad-
ditionally, we assume that the transmitter has enough memory
to store data for at least one transmission frame N =

∑M
i=1 ni.

Furthermore, in our model, each receiver maintains a decod-
ing buffer for storing coded packets received within a frame.
By the end of each data frame, a receiver will decode the
received packets and push them to the upper Open Systems
Interconnection (OSI) layer above for further processing. It is
important to note that the use of a decoding buffer at receivers
is a standard assumption, which has been adopted for several
years in NC-based techniques and literature (e.g., [5], [6], [15],
[26], [30], [37], [38], and references therein).

B. What Could Go Wrong With Interflow Network Coding?

As observed in Example 1, mixing packets from different
flows is clearly beneficial. However, should one advocate
mixing at every opportunity? The answer should be “No.” In
particular, Wu et al. were the first to consider this mixing
problem in a different context [39]. Intuitively, exhaustively
mixing the data of several flows may decrease the chance that a
receiver can recover its information. To illustrate this point, we
show a simple counterexample as follows.

Counterexample: We consider the same setup, as shown in
Fig. 1. In addition, we assume that packet losses at D1 and D2

are independent and follow the Bernoulli trial with p1 = 1/3
and p2 = 2/3, respectively. To transmit data reliably, it makes
sense for the transmitter to employ stronger protection for the
data intended to D2. Thus, suppose that two packet-level FEC
codes (n1, k1) = (3, 2) and (n2, k2) = (3, 1) are used for the
flows to D1 and D2, respectively.1 We recall that, by using
a code (n, k), the transmitter uses n time slots to transmit k
information packets (n ≥ k), whereby receiving any k packets
out of the n transmitted packets is sufficient to recover the k
original packets. Suppose that the transmitter has n1 + n2 = 6
time slots for delivering three packets, i.e., two for D1 and one
for D2. In a non-mixing technique, i.e., packets from different
flows are sent separately, the probability that all the receivers
recover their desired data is computed as

PUNI =

2∏
i=1

ri∑
j=0

(
ni

j

)
pji (1 − pi)

ni−j (1)

where ri = ni − ki for i = {1, 2}. Substituting values of pi, ni,
and ki into (1), we have PUNI = 0.5213, which is about 1/2
packet per time slot.

1We note that the packet-level FEC codes here can be viewed as the raptor
codes [40] with ni and ki, respectively, being the output and original symbols.

On the other hand, in an RNC-based technique, all packets
are mixed to produce coded packets. In such a transmission
strategy, each receiver needs to receive at least three coded
packets correctly, to recover its desired information [41]. The
transmitter has six time slots for delivering the coded packets
to both receivers. The probability that both receivers recover
their desired data is given by

PRNC =
2∏

i=1

r∑
j=0

(
N

j

)
pji (1 − pi)

N−j (2)

where r =
∑2

i=1(ni − ki) = 3 and N =
∑2

i=1 ni = 6. Sub-
stituting the values of pi for i = {1, 2} into (2), we obtain
PRNC = 0.2876. This is approximately equivalent to a through-
put of 1/5 packet per time slot, which is about 2.5 times less than
that of the non-NC technique earlier. Obviously, applying NC
in this case decreases the network throughput.

C. Perception-Oriented QoS

We next describe how the PQoS metric is constructed to
measure the performance of different transmission strategies.
Roughly speaking, PQoS function is used to estimate the ser-
vice satisfaction at each user. Thus, PQoS depends not only on
the number of received packets within a time period but also
on the type of service (ToS). For the sake of exposition, we
categorize the network traffic into two types: delay-sensitive
traffic (e.g., video streaming, audio streaming, etc.) and elastic
traffic (e.g., file transfer, e-mail, etc.).2 We note, however, that
one can easily extend the framework to the cases of more than
two types of traffic, albeit a more sophisticated model.

1) PQoS for Delay-Sensitive Traffic: In our model, delay-
sensitive traffic (e.g., video streaming) is encoded into multiple
layers, e.g., a base layer and enhancement layers [42], [43].
In such a model, the base layer must be presented to present
other enhancement layers. Thus, to maintain a minimal QoS, a
receiver needs to receive at least N0 packets of the base layer
per transmission frame. When the number of received packets is
fewer than N0, the QoS at the receiver decreases significantly.
The reason is that, in such an encoding scheme, the QoS at
the receiver is mainly contributed by the base layer. On the
other hand, when more packets of the enhancement layers
are received, the QoS at the receiver only increases slightly
due to only additional details of the information added into
the base frame. We extend the satisfaction function proposed
in [18] to model the PQoS for delay-sensitive applications.
Mathematically, we can represent it in (3), shown at the bottom
of the next page, where Si denotes the number of packets
received successfully, and N0 denotes the minimum number of
packets to maintain a satisfaction factor of γ0 ∈ [0, 1]. In this
formulation, the first case indicates that, when the number of
received packets is fewer than the threshold γ0N0, the value
of PQoS is equal to zero. The intuition can be reasoned in the
context of layered video transmission (e.g., MPEG-2) where the
base layer is unrecoverable. Thus, no information is displayed,

2We use the terms “elastic” and “delay-tolerant” interchangeably.
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Fig. 3. Satisfaction functions of different applications versus the number of
received packets.

resulting in a zero PQoS. The second case accounts for the
scenario when the number of received packets is greater than
the minimum threshold γ0N0 but less than N0. In this case,
the PQoS steeply decreases due to only a part of the base
layer recovered. The third case indicates that the value of PQoS
increases significantly when the number of received packets is
greater than N0. In this case, more detail of the video frame is
added to achieve high-definition display. Finally, the last case
accounts for a scenario wherein the missing data add negligible
QoS to the data flow, resulting in a high value of PQoS close
to one. An example of the PQoS function for delay-sensitive
application, with respect to the number of received packets, is
illustrated by the blue solid curve in Fig. 3.

2) PQoS for Delay-Tolerant Traffic: We use different func-
tions to model elastic traffic, as illustrated by the red dashed
curve in Fig. 3. For such a flow, the parameter N0, i.e., the
minimum data received per frame, is viewed as the minimum
bandwidth allocated to that flow. When the number of received
packets is fewer or greater than N0, respectively, the satis-
faction function decreases or increases slightly. We note that,
in delay-tolerant traffic, if a transmitted packet is lost during
transmission, a negative acknowledgement (NACK) will be sent
from the receiver to the transmitter for retransmission (possibly
in other frames). Thus, for reliable data flows (e.g., data file
downloading), every byte of the information will be reliably
delivered to the receiver. Mathematically, the PQoS for elastic
traffic is given as

γi = F(Si) =

⎧⎨
⎩
γ0.

(
Si

N0

)2

, Si < N0

1 − (1 − γ0)
(

N0

Si

)2

, Si ≥ N0.
(4)

In the first case, when the number of received packets is fewer
than N0, the value of PQoS decreases slightly by a factor of
the ratio of Si and N0. It is worth noting that this ratio is less
than one; thus, its square would result in a smaller value. On
the other hand, when Si ≥ N0, PQoS increases slightly. The
intuition of the proposed PQoS functions is to reflect the fact
that a slightly longer or shorter delay in receiving a delay-
tolerant data packet, e.g., e-mail, does not affect much to the
user’s perception of the QoS.

3) Performance Metric: We use the average network PQoS
as our metric to compare the performance of different trans-
mission strategies. The average network PQoS is computed by
averaging the expected PQoS across all the users for each trans-
mission frame over infinite system runtime. Mathematically, we
have that

γ = lim
τ→∞

1
τM

∑
τ

M∑
i=1

ciE[γi] (5)

where τ is the operation time of the network divided into
several transmission frames, M is the number of data flows,
ci is the flow priority, and E[γi] denotes the expected PQoS of
user i in one transmission frame. The limτ→∞ indicates that
the expectation of the system performance is computed over a
long time interval. Given the satisfaction functions, we call a
transmission technique the best, if it has the largest expected
PQoS across all users.

IV. PERFORMANCE ANALYSIS

In this paper, we analyze different transmission strategies,
depending on how the transmitter exploits the characteristics
of the traffic. In particular, we analyze the performance of the
traditional UNI, systematic RNC (SRNC), and CARE.

A. Unicast

In this technique, data packets of different information flows
are transmitted separately in a round-robin fashion [44]. In
each period (frame), the transmitter allocates ni time slots to
transmit ki data packets to receiver Di [i.e., packet-level FEC
code (ni, ki)]. If there is a packet loss, the transmitter uses the
ni − ki redundant time slots to retransmit the lost packets. The
transmitter switches to transmit data packets for other users,
when it receives an acknowledgment (ACK) message from Di

indicating that all data have been received successfully, or all
time slots allocated for it have been used. Considering flow i
destined to receiver Di and letting pi denote the packet erasure

γi = F(Si) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, Si < γ0N0

γ0

(
1 −

√
(N0−Si)(N0+Si−2γ0N0)

(1−γ0)N0

)
, γ0N0 ≤ Si < N0

γ0 + (1 − γ0)

√
(Si−N0)[N0−Si+2N0(1−γ0)]

(1−γ0)N0
, N0 ≤ Si < (2 − γ0)N0

1, Si ≥ (2 − γ0)N0

(3)
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probability of the transmission link, the probability that receiver
Di recovers all its data can be written as

P s
i =

ni∑
j=ki

(
ni

j

)
pni−j
i (1 − pi)

j (6)

where
(
ni

j

)
denotes the number of combinations of size j out

of ni elements. We further note that, by using UNI, i.e., data
transmitted separately, receiver Di could recover a fraction of
the original data, if the number of received packets is fewer
than ki. Let the random variables X and Y , respectively, be
the number of original packets and the total number of received
packets. The probability thatDi obtains onlym original packets
and the total received packets is fewer than ki is given as

Pi(m) = P (X = m,Y < ki)

(a)
=

ki−1∑
l=m

Pr(Y = l|X = m) Pr(X = m). (7)

In this case, Y is equal to X plus the number of coded
packets received during the second stage transmission while
the sum runs over all the possible values of Y . We note that
step (a) consists of two parts: 1) the conditional probability
of receiving l = m, . . . , ki − 1 data packets in total, given m
original data packets received; 2) the probability that m of ki
original data packets are received. In the extreme case, i.e.,
l = m, it implies that none of the coded packets is received.
On the other hand, the maximum number of coded packets is
ki − 1 −m, corresponding to the case of ki − 1 data packets
received in total. Furthermore, the probability that only m of ki
original data packets are received is written as

Pr(X = m) =

(
ki
m

)
(1 − pi)

mpki−m
i . (8)

Given that only m original data packets are received, the
probability that only l < ki data packets are received over ni

transmissions is given by

Pr(Y = l|X=m)=

(
ni−ki
l−m

)
(1−pi)

l−mp
ni−ki−(l−m)
i . (9)

Combining (8) and (9), we have that

P (Y = l|X = m)P (X = m)

=

(
ki
m

)
(1 − pi)

mpki−m
i

(
ni − ki
l −m

)

× (1 − pi)
l−mp

ni−ki−(l−m)
i

=

(
ki
m

)(
ni − ki
l−m

)
(1 − pi)

lpni−l
i . (10)

Therefore, the probability that the m original data packets and
the total l < ki data packets are received can be computed as

Pi(m) =

ki−1∑
l=m

(
ni − ki
l −m

)(
ki
m

)
pni−l
i (1 − pi)

l. (11)

Let γi denote the PQoS value of receiver Di; therefore, from
(6) and (7), the expected PQoS across all the users can be
written as

γ =
1
M

E

[
M∑
i=1

ciγi

]
=

1
M

M∑
i=1

ciE[γi]

=
1
M

M∑
i=1

ci

(
F(ki)P

s
i +

ki−1∑
m=0

F(m)Pi(m)

)
(12)

where ci ∈ (0, 1] denotes the weighted factor (priority) for the
ith flow (this factor can be justified via the cost that the user
Di pays to the service provider); E[.] denotes the expected
function; and F(·) is defined in (3) and (4), depending on the
type of the data flow.

B. Systematic Random Network Coding

Transmission in SRNC is classified into base and augmen-
tation phases. In the base phase, all

∑M
i=1 ki original packets

will be transmitted. The receivers cache all the received packets,
including packets that are not intended to them. By keeping data
packets intended to others, a receiver can use them to decode
its desired data in the second phase. Next, in the augmentation
phase, the transmitter combines the data packets of all flows
to generate coded packets and broadcasts them to the receivers
over N −

∑M
i=1 ki redundant time slots. The intuition of using

systematic coding that transmits data in two phases is that
the receivers that lose some original packets can receive more
coded packets to decode their own data using the RNC method
[41]. On the contrary, receivers that are unable to obtain a full
set of data packets can still recover partial data from the original
packets transmitted in the base phase. Such a transmission has
been discussed in [45], and generally, it will result in higher
performance compared to the RNC.

In SRNC, a receiver Di can recover ki desired packets, if
it correctly receives either all ki original packets or a full set
of K =

∑M
i=1 ki packets (either original or coded packets). Let

P s
i denote the probability that Di can recover all its data, and

let the random variables U and V denote the original and total
received packets at receiver Di, respectively. We have that

P s
i =P (U = ki, V < K) + P (U ≤ ki, V ≥ K)

= (1 − pi)
ki

[
K−ki−1∑

l=0

(
N − ki

l

)
pN−ki−l
i (1 − pi)

l

]

+

ki∑
j=0

(
ki
j

)
pki−j
i (1 − pi)

j

×
N−ki∑
t=K−j

(
N − ki

t

)
pN−ki−t
i (1 − pi)

t. (13)

In (13), the first term accounts for the case when all the ki
original data packets are received successfully during the base
phase transmission. The second term expresses the probability
that j original packets are received during the base phase and
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t coded packets are received during the augmentation phase,
where t = K − j, . . . , N − ki. In this case, at least K data
packets (both original and coded packets) are received by Di;
thus, it can recover its data by solving the system of linear
equations formed by the received data packets.

We further note that Di may receive only partial of the
original data during the base phase. We denote Pi(m) being
the probability that Di receives m original packets (m < ki),
and its total number of packets received correctly is less than
K . Similar to (7), the probability of partial data recovery of Di

is written by

Pi(m) = P (U = m,V < K)

=

K−1∑
l=m

(
N − ki
l −m

)(
ki
m

)
pN−l
i (1 − pi)

l. (14)

In such cases, Di cannot recover all its data, and only data
received during the base phase contribute to the QoS of flow
i. From (13) and (14), we express the expected PQoS across all
receivers as follows:

γ =
1
M

E

[
M∑
i=1

ciγi

]
=

1
M

M∑
i=1

ciE[γi]

=
1
M

M∑
i=1

ci

(
F(ki)P

s
i +

ki−1∑
m=0

F(m)Pi(m)

)
. (15)

C. Proposed Context-Aware Interflow
Network Coding and Scheduling

1) Main Idea: Instead of combining all flows together, the
transmitter now selectively chooses the flows to be mixed based
on the channel conditions, ToS, and priorities of the flows. We
assume that the M incoming data flows are partitioned into
G groups; then, for each group, the transmitter uses SRNC to
transmit data to the receivers within that group. The objective of
the transmitter is to determine the optimal partition (i.e., which
flows are combined together) to maximize the PQoS across all
users. It is clear that mixing packets from all incoming flows
could decrease the system performance due to mismatch in ToS,
priorities, and channel conditions. On the other hand, mixing
packets of flows with similar characteristics could increase the
network performance. A precise mathematical formulation of
CARE will be described as follows.

2) CARE Formulation: Let G denote a partition of the
incoming information flows and |G| denote the number of
groups in G. Let Mi denote the number of data flows in group
i, i = 1, . . . , |G|. Per each group, we use the SRNC technique
described earlier to transmit the data. Consider the ith group,
and let Ni =

∑Mi

j=0 nij and Ki =
∑Mi

j=0 kij , respectively, de-
note the total number of available time slots and information
packets being transmitted for group i. Here, (nij , kij) denotes
the packet-level FEC of flow delivered to receiver j of group i.
We note that flow j of group i, i.e., fij , is nothing but just some
original data flow ft, where the index has been relabeled. Thus,
the FEC code (nij , kij) is also just a relabeled version of the
original FEC code (nt, kt). Similarly, as computed in SRNC

technique, the probability that receiver j of group i, i.e., Dij ,
can recover its desired data is given as

P s
ij =(1 − pij)

kij

⎡
⎣Ki−kij−1∑

l=0

(
Ni−kij

l

)
p
Ni−kij−l
ij (1 − pij)

l

⎤
⎦

+

kij∑
s=0

(
kij
s

)
p
kij−s
ij (1 − pij)

s

×
Ni−kij∑
t=Ki−s

(
Ni − kij

t

)
p
Ni−kij−t
ij (1 − pij)

t. (16)

In this equation, the first term accounts for the case where
original packets are successfully received during the basis trans-
mission phase of group i, whereas the second term expresses the
probability that at least Ki data packets (including both original
and coded packets) are received successfully after both phases
of transmission.

Similarly, it is straightforward to calculate the probability
that receiver Dij recovers m out of kij original packets (m <
kij). That is

Pij(m) =

Ki−1∑
l=m

(
Ni − kij
l −m

)(
kij
m

)
pNi−l
ij (1 − pij)

l. (17)

Let a random variable γij denote the PQoS of receiver Dij .
Then, the expected PQoS over all users is given by

γ(G) = 1
M

E

⎡
⎣ |G|∑

i=1

Mi∑
j=1

cijγij

⎤
⎦ . (18)

Therefore, a partition scheme is optimal, if it maximizes the ex-
pected PQoS across all users. The CARE optimization problem
can be formulated as

CARE : max
G∈Ω

⎧⎨
⎩ 1

M

|G|∑
i=1

Mi∑
j=1

cijE[γij ]

⎫⎬
⎭

s.t. :
|G|∑
i=1

Mi∑
j=1

nij = N (19)

|G|∑
i=1

Mi∑
j=1

kij = K (20)

0 ≤ cij ≤ 1 for i = 1, 2, . . . , |G|
j = 1, 2, . . . ,Mi (21)

E[γij ] = F(kij)P
s
ij +

kij−1∑
m=0

F(m)Pij(m) (22)

where Ω denotes the collection of all nonempty-subset parti-
tions of M flows. The objective is to maximize the average
expected PQoS across all the receivers. The first constraint
represents the maximum number of time slots available for
transmission in a data frame. The quantity

∑Mi

j=1 nij gives the
number of time slots allocated for group i, i = 1, . . . , |G|. The
second constraint accounts for the total number of original data
packets that need to be transmitted, i.e.,

∑Mi

j=1 kij . Finally, the
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last two constraints, respectively, express the weight factor and
the equation to compute the expected PQoS based on the type
of applications and the number of received packets for receiver
j in group i.

3) The Hardness of Finding an Optimal Solution to CARE:
We next show that finding an optimal solution to CARE is NP-
hard. Particularly, we show i) the existence of an algorithm that
reduces an instance of CARE to an instance of the stochastic
reward Knapsack problem (SKP) [20] in polynomial time, and
ii) given an optimal solution to CARE, we can find the solution
of SKP in polynomial time.

SKP Description: The SKP problem is described as
follows. Given a set of n items, where item i has a fixed
weight wi and a random value vi, the distribution of vi could
be unknown. The objective is to select a subset of items such
that it maximizes the sum values while not exceeding the limit
capacity of the knapsack.

Instance Reduction: We assume that there are M in-
formation flows, represented by their FEC codes (ni, ki), i =
1, . . . ,M , that we want to deliver to M receivers within N time
slots. Without loss of generality, we assume that

∑M
i=1 ni > N ,

i.e., only a subset of the M flows is selected. The expected
PQoS of each subgroup of the M flows is considered as reward
vi of an item of the SKP problem. It is clear that vi ∈ V
is a random variable, where its value depends on the erasure
probability pi and the flow partition. For simplicity, we let the
priority factor ci = 1 ∀ i = 1, . . . ,M . Therefore, we have an
instance of the SKP corresponding to a partition of the M flows
into subgroups.

Solution Reduction: Finding the solution of SKP, given
the solution of CARE, is straightforward. Let us assume that G∗

is a partition that maximizes the expected PQoS across all the
users. We have that

|G∗|∑
i=1

Mi∑
j=1

E[γij ]
(a)

≥
|G|∑
i=1

Mi∑
j=1

E[γij ] ∀G ∈ Ω

(b)

≥
M∑
i=1

xivi ∀ vi ∈ V

xi = {0, 1},
M∑
i=1

xiwi ≤ N. (23)

The inequality (a) follows from the assumption that G∗ is the
solution to CARE, i.e., the optimal one that maximizes the ex-
pected PQoS. The inequality (b) immediately holds because the
right-hand side of (b) is equivalent to that of (a), representing
in the context of SKP, i.e., the value distribution of the items.
Thus, the union of the subsets of G∗ forms the subsets of items
selected for the SKP, where the total value that is maximized
with the weight is less than the knapsack capacity.

D. Context-Aware Partial Interflow Network Coding

We next discuss PCARE, an extension of CARE, to further
improve the system PQoS. We want to emphasize that PCARE
has different formulation in comparison with CARE. On one
hand, CARE seeks for optimal mixing and scheduling of in-
coming data flows, whereby a flow (as a whole) can be either

Fig. 4. Example of subflow partitioning and mixing of PCARE.

combined with other flows or transmitted separately. On the
other hand, PCARE allows incoming data flows to be further
divided into subflows, which consequentially are combined
with other subflows (of other flows) for transmission. By doing
so, PCARE can achieve a finer grained bandwidth allocation
compared with CARE, albeit a more sophisticated computation.
Fig. 4 illustrates an example of subflow partitioning and mixing
of PCARE. In this example, we consider three incoming data
flows with their corresponding FEC codes being (n1, k1) =
(3, 2), (n2, k2) = (1, 1), and (n3, k3) = (4, 3), respectively.
We recall that an FEC code (n, k) implies that n time slots
are used to deliver k data packets, where receiving any k out
of n transmitted packets is sufficient to recover the data. The
PCARE scheme is performed via the following steps.

• Subflow Partitioning: PCARE first divides incoming data
flows into subflows. We emphasize that there are many
ways to divide a flow fi : (ni, ki) into subflows. Let f
be the set representing all subflows of fi. Consider a
configuration where fi is divided into J subflows f j

i , j =
1, . . . , J . We have the following constraints:

f ⊃ f j
i :

(
nj
i , k

j
i

)
, j = 1, . . . , J

ni =

J∑
j=1

nj
i , ki =

J∑
j=1

kji .

In Fig. 4, flow f1 is divided into J = 2 subflows f1
1 :

(n1
1, k

1
1) = (2, 1) and f2

1 : (n2
1, k

2
1) = (1, 1), while we

keep flows f2 and f3 intact (a flow is a subflow of
itself). As shown, even with this simple example, there are
many ways to divide the incoming flows into subflows.
Our example in Fig. 4 shows only one specific subflow
configuration.

• Subflow Optimal Mixing: Next, given a set of subflows,
they are then optimally mixed together for transmission.
In our example in Fig. 4, subflow f1

1 is combined with
flow f2, whereas subflow f2

1 is combined with flow f3.
Data packets of each subgroup are then combined together
within that subgroup for transmission. The key idea of
PCARE is to divide the incoming flows into subflows,
enabling finer grained bandwidth allocation for each sub-
group. To illustrate this point, we next show a simple
numerical example to illustrate the benefit of subflow
partitioning of the PCARE scheme.

Numerical Example: Assume that p1 = 0.06, p2 = 0.2, and
p3 = 0.05 are the packet loss rates of the channels to receivers
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D1, D2, and D3, respectively. Supposing that we use RNC
for combining data within each subgroup, we then have the
probability that all receivers can recover their desired data using
the PCARE scheme in Fig. 4, which is computed as follows.

• Receiver D1: The probability that receiver D1 can re-
cover its desired data is computed by the product of the
probabilities that data in each subgroup can be recovered
successfully. In our example in Fig. 4, there are two
subgroups, which have two and four data packets being
transmitted in three and five time slots, respectively. The
probability that D1 can recover its data is computed as

P1=

3∑
i=2

(
3
i

)
(1−p1)

ip3−i
1 ×

5∑
i=4

(
5
i

)
(1−p1)

ip5−i
1 . (24)

The first and second terms represent the probability that
D1 successfully receives data packets a1 and a2 in the
first and second subgroups, respectively.

• Receivers D2 and D3: Similarly, we can compute the
probabilities that receivers D2 and D3 can recover their
desired data as

P2 =
3∑

i=2

(
3
i

)
(1 − p2)

ip3−i
2 (25)

P3 =

5∑
i=4

(
5
i

)
(1 − p3)

ip5−i
3 . (26)

Substituting the values of p1 = 0.06, p2 = 0.2, and p3 =
0.05 to (24)–(26), we obtain P1 = 0.9581, P2 = 0.8960, and
P3 = 0.9974. As a result, the probability that all receivers can
recover their desired data is P = P1 × P2 × P3 = 0.8391.

On the other hand, the best solution CARE can be achieved
by combining flows 1 and 3 together, while transmitting flow 2
separately. Using this scheme, all receivers can recover their
desired data with a probability P = 0.792, which is much
lower than that of the PCARE scheme earlier. Therefore, we
can see that, by dividing traffic flows into subflows, PCARE
achieves better bandwidth allocation, resulting in higher system
performance. However, one can also see that finding the optimal
solution to the PCARE scheme is extremely computationally
expensive. Its detailed theoretical analysis is considered as our
future investigation.

V. APPROXIMATION ALGORITHM TO CONTEXT-AWARE

INTERFLOW NETWORK CODING AND SCHEDULING

Here, we describe a simple but efficient heuristic algorithm
based on the well-known MCMC method [46] to find a near-
optimal solution. Although MCMC-based techniques have been
extensively used to solve hard optimization problems, it is
very challenging to devise an efficient algorithm to approx-
imate the solution of a given specific problem. Typically, a
system designer needs to 1) design the target distribution that
reflects the solution and 2) effectively generate samples from
this target distribution. Unfortunately, achieving such design
goals is challenging because it is very difficult to know the
stochastic properties of the system. Additionally, it is not trivial

to generate samples from an arbitrary distribution and design
mechanism to transition among the states. Furthermore, the
convergence time of the proposed algorithm needs to be upper
bounded to ensure the performance guarantee. Here, we will
describe how to obtain such objectives. We start with the
description of the MCMC-based approximation algorithm and
then prove its upper bounded convergence time.

A. MCMC-Based Algorithm (CARE-SAB)

Here, we show how to appropriately construct a target
distribution and use MCMC to obtain the solution. Consider a
scenario with M concurrent flows traversing through the base
station. Let Ω be the set of all possible partition policies and
S(π) be the average satisfaction factor of a partition policy
π ∈ Ω. We represent each partition policy by an M -tuple group
index as π = (i, j, . . . , k), where i indicates that the first flow
belongs to group i, the second flow belongs to group j, and
so on. The objective is to maximize the average PQoS over all
users. That is

max
π∈Ω

S(π) = max
π∈Ω

⎧⎨
⎩

|π|∑
i=1

Mi∑
j=1

cijγij

⎫⎬
⎭ . (27)

We should note that the size of Ω, i.e., the number of ways that
M flows can be partitioned into subgroups, is very large. Based
on the result of [47], we have that

|Ω| =
M∑
j=1

1
j!

j∑
i=0

(−1)i
(
j

i

)
(j − i)M . (28)

Hence, using exhaustive search, even for a reasonably small
number of flows, is infeasible for time-sensitive applications.
Moreover, every time a flow joins, terminates, or its channel
condition changes, the AP needs to repartition again. Instead,
by using the MCMC method, we will show that the time to
achieve the near-optimal solution will be substantially reduced.

We first define the target distribution as follows:

f(π) = Ce
S(π)
TB (29)

whereC is a normalization factor, and TB is a “cooling” param-
eter that controls the process convergence. In particular, when
TB reaches to a sufficient small value, the algorithm terminates,
and the best accepted configuration is returned as the solution.
As shown in (29), when S(π) increases, f(π) also increases.
Therefore, with high probability, we will draw samples
corresponding to S(π), which, by design, will maximize the
average user PQoS. Next, we design a mechanism for moving
from one state to another in the chain. To do so, we define a
neighbor of a partition in the sample space Ω as follows.

Definition 5.1: A Partition Policy πj Is Called a Neighbor of
a Partition Policy πi iff πi and πj Differ in Only One Element:
From the aforementioned definition, πj can be generated from
πi by replacing an element of πi with an element drawn
randomly from the index set I = {1, 2, . . . ,M}. For exam-
ple, when M = 5, partition πi = (1, 1, 3, 2, 3) has a neighbor
πj = (1, 1, 1, 2, 3) (because πi and πj differ only in the third
element).
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One should note that, in the context of the MCMC, each
partition policy corresponds to a state. We now propose a
simulated-annealing-based algorithm to generate samples ac-
cording to the designed target distribution. We propose a tran-
sition function q(πi, πj) that specifies the probability to move
from state πi to one of its neighboring states πj . Specifically,
an element of πi is selected uniformly at random, and then it is
replaced by one of the possible indexes uniformly. Therefore,
we have that

q(πi, πj) = q(πj , πi) =
1

2M(M − 1)
. (30)

Consequently, the acceptance probability, i.e., the probability
that the chain moves from the current state πi to a neighboring
state πj , is given by

α(πi, πj) = min

{
1,

f(πj)q(πj , πi)

f(πi)q(πi, πj)

}

=

{
1, if S(πj) ≥ S(πi)

e
S(πj)−S(πi)

TB , if S(πj) < S(πi).
(31)

As defined, the chain will move from the current state πi to a
new state πj with probability of one, if πj is a better state (state
has higher user satisfaction value). Otherwise, the chain will
move to a new state πj with probability of e(S(πj)−S(πi))/TB .
With this design, the whole state space will be explored,
if we run the algorithm sufficiently long. Furthermore, the
Boltzmann distribution will become increasingly more concen-
trated around the global maximizer, by gradually decreasing the
temperature TB . Pseudocode of the simulated-annealing-based
algorithm is described in Algorithm 1.

Algorithm 1: CARE-SAB Algorithm.

Input: M , ci, FEC code (ni, ki).
Output: Optimal Flow Partition.

1: STEP 1: Initialize the starting state π0 and temperature
T0. Set n = 0.

2: STEP 2: With probability 1/2, generate a new state πj

from the proposal q(πn, πj).
3: STEP 3:
4: if S(πj) ≥ S(πn) then
5: πn+1 = πj

6: else
7: U ∼ U(0, 1) {Generate a uniform random variable.}
8: if U < α(πn, πj) = e

S(πj)−S(πn)

Tn then
9: πn+1 = πj

10: else
11: πn+1 = πn

12: end if
13: end if
14: STEP 4: Decrease the temperature Tn+1 = β.Tn where

β < 1, increase n by 1 and repeat from STEP 2 until
stopping condition satisfied (∗).

15: STEP 5: Return a scheme π that produces the
maximum weighted-average satisfaction factor.

Remark (∗): The stopping condition can be set by the number
of iterations or the difference between the two consecutive
states is less than a prespecified value.

B. Upper Bound of Convergence Time

1) Convergence Correctness: The guarantee of convergence
to the target distribution using the CARE-SAB algorithm is
shown via the following theorem.

Theorem 5.2: Samples drawn from the CARE-SAB algo-
rithm form a Markov chain (MC) [46] whose states satisfy the
detailed balance equation

θ(πi)P (πi, πj) = θ(πj)P (πj , πi) ∀πi, πj ∈ Ω (32)

where θ(πi) and θ(πj) are the stationary distributions of states
πi and πj ; P (πi, πj) and P (πj , πi) are, respectively, the transi-
tion probabilities from state πi to state πj and vice versa.

Proof: The proof is provided in the Appendix. �
The result of Theorem 5.2 shows that samples drawn from

the designed algorithm form an ergodic MC, i.e., every state can
go to every state; thus, it is possible to find an optimal solution
as long as the algorithm runs sufficiently long.

2) Convergence Time: Here, we will derive an upper bound
of convergence time to the target distribution. We first define
the variation distance at time step k with respect to an initial
state π0 of the MC as

�π0
(k) � max

π∈Ω

∣∣P k(π0, π)− θ(π)
∣∣ . (33)

Then, the convergence time of the MC to the target distribution
is measured by

τπ0
(ε) � min {k : �π0

(k′) ≤ ε ∀ k′ ≥ k} (34)

where 0 < ε is an arbitrary infinitesimal value specifying
how close the desired solution to an optimal solution. To
bound the convergence time at which the chain approaches its
stationary distribution (optimal solution), we use the canon-
ical path technique [21]. Letting e = (πx, πy) ∈ Ω2, we de-
fine Q(e) � Q(πx, πy) = θ(πx)P (πx, πy), and a graph G =
(Ω, E), where (πx, πy) ∈ E iff Q(πx, πy) > 0. For every or-
dered pair (πx, πy) ∈ Ω2, a canonical path ςxy through G from
πx to πy is specified by a sequence of legal transitions in G

that leads from initial state πx to final state πy . Let Γ � {ςxy :
πx, πy ∈ Ω} denote the set of all canonical paths. We now
define the edge congestion for the set Γ as follows:

ρ(Γ) � max
e∈E

1
Q(e)

∑
ςxy�e

θ(πx)θ(πy)|ςxy| (35)

where γxy � e implies that ςxy uses the directed edge e, and
|ςxy| denotes the length of the path. The convergence time is
bounded by the following proposition.

Proposition 5.1: Let M be a finite, time-reversible, and
ergodic MC over Ω with self-loop probabilities P (x, x) ≥ 1/2
for all x ∈ Ω and stationary distribution π. If the congestion
of M is ρ, then the mixing time of M satisfies τx(ε) ≤
ρ(lnπ(x)−1 + ln ε−1), for any choice of initial state x.
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We are now ready to bound the mixing time of the proposed
approximation algorithm CARE-SAB. We choose canonical
paths ςxy from any state πx to any state πy , which takes T steps,
changing πxi

to πyi
on the ith step. Thus, when πxi

= πyi
for

some i, the ith step is just a self-loop. We derive a bound for the
mixing time of the chain. Considering any edge e = (πu, πv)
for u �= v, we have

Q(e) = θ(πu)P (πu, πv)
(a)
= Ce

S(πu)
TB

min
{

1, e
S(πv)−S(πu)

TB

}
2M(M − 1)

=
C

2M(M − 1)
min

{
e

S(πu)
TB , e

S(πv)
TB

} (b)

≥ C

2M(M − 1)
(36)

where (a) follows from (29)–(31), and (b) follows by using the
fact that a partition policy could have a zero-PQoS value. In
addition, we have

θ(πu)θ(πv) = C2e
S(πu)+S(πv)

TB ≤ C2e
2

TB (37)

where the last inequality follows from the fact that S(π) ≤ 1
for any partition scheme π. We now compute the number of
canonical paths ςxy that use edge e. Note that a canonical path
ςxy uses edge e = (πu, πv), where πu and πv differ only in the
ith element iff πxj

= πuj
for j = i, . . . , T and yj = vj for j =

0, . . . , i. Thus, the number of canonical paths that use edge e is
KT−1

m . We now bound the edge congestion as

ρ = max
e∈Ω

1
Q(e)

∑
ςxy�e

π(x)π(y)|ςxy |

≤ 2CT 2(Km − 1)(Km)T−1e
2NKm

TB . (38)

In addition, we have C = 1/
∑

x∈Ω e(S(x))/TB ≤ 1/|Ω| =
1/KT

m. Therefore

ρ ≤ 2T 2e
2NKm

TB . (39)

Using the result from Proposition 5.1 and noting that π(x) ≥
1/|Ω|=1/KT

m, we then have the convergence time bounded by

τx(ε) ≤ 2T 2e
2NKm

TB

(
lnKT

m + ln ε−1
)
. (40)

As expected, when the value of ε decreases (i.e., closer to the
optimal solution), it requires longer runtime. However, as we will
show in the simulation, on the order of hundred iterations, the
approximation algorithm can obtain a close-optimal solution.

VI. SIMULATIONS AND DISCUSSIONS

A. Basic Setup

Network Parameters: We consider a realistic wireless
access network having different types of applications with time-
varying channel conditions. We first consider a network consist-
ing of five data flows of different applications and compare the
performance of different transmission strategies. We then in-
crease the number of data flows to evaluate the robustness of the
approximation algorithm. We assume that there are two classes
of services: delay-sensitive and elastic traffic. The transmitter

TABLE I
PARAMETERS OF THE INCOMING FLOWS

decides a coding scheme for a flow, based on the cost at which
the user had paid to the service provider, i.e., the higher cost, the
higher priority. Note that the service class and priority of a data
flow can be easily elaborated in the header of the transmitted
packets. In the UNI technique, the transmitter uses the priorities
of the incoming flows to assign their redundancies, and they
will be used in all the techniques for a fair comparison. We
consider a wireless channel with a bandwidth of 2 Mb/s, which
is equivalent to N = 133 time slots or 133 1.5-kB packets. In
addition, an elastic traffic requires 18 data packets per second,
corresponding to a rate of 27 kb/s, while a delay-sensitive traffic
requires 25 and 30 data packets, corresponding to rates of 37.5
and 45 kb/s, for medium and high QoS, to achieve a PQoS
value of one. Our parameters are set based on the number of
frames per second in video streaming and the standard service
specifications [48]. For example, our delay-sensitive flow can
be used to model a Voice over IP (VOIP) call (e.g., using G.728
standard with a codec interval of 5 (ms) requires a transmission
rate of 31.5 kb/s [48]).

If the number of data packets received at each receiver is
less than the required packets, its satisfaction will decrease in
accordance to the PQoS functions, as described in Section III-C.
The transmission parameters of the incoming flows are given
in Table I. These parameters are set based on the types of ap-
plications, priorities of the incoming flows, and the bandwidth
availability. In addition, the redundancy used for each incoming
flow depends on its priority; for example, in our experiments,
we set priorities 1, 2, 3, and 4, corresponding to redundancies
of 15%, 20%, 25%, and 30%, respectively. Note that these
parameters will be applied to all techniques.

Transmission Strategies: We evaluate the performance of the
following transmission strategies for comparison.

• Unicast (UNI): The UNI scheme transmits data of the
incoming flows separately, without using NC.

• Random Network Coding (RNC): RNC scheme imple-
ments a standard interflow NC technique, where data
packets of all flows are combined together using RNC
[41]. The coded packets are then broadcasted to all the
receivers.

• Systematic Random Network Coding (SRNC): SRNC im-
plements a simple systematic NC, where original data
packets are transmitted in the first phase and coded data
packets (generated by using RNC across all data flows)
are transmitted in the second phase.

• Type of Flow (ToF): The first naïve ToF scheme mixes
all data of flows with the same application types. Such a
transmission strategy does not have to perform intensive
optimization computation; however, it might limit the
effect of mismatched mixing of the NC-based schemes,
by combining data of flows with the same types.
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• Priority of Flow (PoF) Scheme: Differently, the PoF
scheme selects flows that have the same priority as sub-
groups to perform NC. The idea of using the PoF scheme
is to utilize the priority factors of the incoming data flows
to quickly classify them into different subgroups for NC.
Intuitively, encoding data of the same priority flows could
enhance the QoS of the network.

• Network Coding for Throughput (NCT): The NCT scheme
is simulated based on the work in [5], which is proposed
for maximizing the network throughput. In NCT, the
sender considers the packet at the head of its queue as
a primary packet and selects side packets to construct
coded packets so that it maximizes the number of possible
receivers at the current time slot.

• CARE/CARE-EXH: This scheme uses the optimal mixing
solution via exhaustive search for data transmission.

• CARE-SAB: CARE-SAB uses an approximation algo-
rithm based on the proposed CARE-SAB algorithm for
data encoding and scheduling.

• 2-PCARE: Based on the PCARE scheme described in
Section IV-D, we simulate 2-PCARE for comparison.
In this scheme, each incoming flow is divided into two
equal subflows, and then, these subflows are optimally
combined for transmission.

B. Data Recovery

We first show the benefit of informed mixing and the draw-
back of blind mixing by examining the probability that all the
receivers can decode their packets using strategies derived in
Section IV. Fig. 5(a) shows the probability of data recovery
versus partition policies, i.e., the way of mixing data when
packet losses of receivers from D2 to D5 are set to 5% while
that of receiver D1 is 13%. We map each partition policy to
an integer on the x-axis. The number of possible partition
policies is an exponential function of M , and this is equal to
the sum of the Stirling numbers of the second kind, as shown in
(28). We also plot the recoverability probabilities for UNI and
SRNC techniques on the same graph for comparison. They are
indicated by straight lines since these techniques do not depend
on the partition policies. Recall that UNI does not mix packets
from different flows. SRNC sends the original packets and then
the mixed redundant packets; hence, the amount of mixing here
is rather minimal. As observed, SRNC is clearly better than
UNI. It is interesting to note that, at least in this scenario, blind
mixing is generally better than UNI. As expected, CARE-SAB
results in different recoverability probabilities, depending on
which flows are combined with each other. In our program, we
let the CARE-SAB algorithm run until converged. Based on our
deeper data analysis generated by the program, the proposed
CARE-SAB finds the best partition by mixing flows f1 and f4
into one group and flows f2, f3, and f5 into another group.

Next, we evaluate the data recovery probability by all re-
ceivers versus the packet loss probability in Fig. 5(b). In this
scenario, the packet loss probabilities of receivers Di, i =
{2, . . . , 5} are shown in Table I, while the packet loss rate of
receiver D1 is varied from 1% to 22%. As expected, CARE-
SAB outperforms the other schemes, with considerable gaps,

Fig. 5. Recoverability probability versus (a) partition scheme and (b) packet
loss rate p1.

due to its selective mixing of the flows. In addition, we ob-
serve that, when p1 is less than 18%, SRNC achieves better
performance than UNI. In other words, in this erasure regime,
mixing data packets across all flows would be more beneficial
than transmitting them separately. However, this is not the case
when the packet loss p1 is greater than 18%. In such a setting,
the UNI scheme outperforms SRNC. The intuition is that SRNC
combines the data of all the flows; as a result, each receiver
needs to obtain at least a full set of coded packets to recover its
data. However, this may not be possible to receiver D1 because
it experiences a deep fading, leading to substantial reduction
on the overall network recoverability. In such a case, separately
transmitting data to different users will be a better option.

C. User’s PQoS Versus Erasure Probability

We first evaluate the individual PQoS versus the transmission
channel conditions. In particular, we set p3 = p4 = 5%, p2 =
p1 + 0.01, and p5 = p1 + 0.02. The other parameters of the
network are set the same as before in Table I. The base values
of the PQoS, i.e., γ0, of the delay-sensitive and elastic traffic
are set at 0.5 and 0.6, when the number of useful packets
received equals 50% of the intended packets. This setting is to
reflect that delay-sensitive applications are more vulnerable to
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Fig. 6. PQoS values of users in different packet error regimes (order of the receivers is the same, as illustrated in the legend).

packet losses than the elastic traffic. The CARE-SAB algorithm
runs for 30 iterations, using the normalization factor C = 1,
initial temperature T0 = 1, and cooling scale factor β = 0.9.
We use the simplest partition policy k = 2 for the PCARE
scheme, where each flow is evenly divided into two subflows.
We perform many trials and compute the average of the results.

Fig. 6 represents the PQoS values across all users in two
different regimes of the packet erasure probabilities. In the low-
packet-loss regime (upper part in Fig. 6), i.e., p1 = 0.01, all
the strategies satisfy the QoS of the first four flows. This is
intuitively plausible since, in this case, transmission bandwidth
is plenty for these flows, no optimization is needed, and all
these users get what they want. However, the RNC scheme
significantly decreases the PQoS of D5. This is because, when
combining all the data packets together, it cannot recover the
transmitted data, resulting in a degraded PQoS. On the other
hand, the CARE-based schemes that balance data types and
priorities for different groups achieve the best performance.
Furthermore, the 2-PCARE scheme with a finer grained data
partition policy achieves the best performance.

On the other hand, in the high-packet-loss regime (lower
part in Fig. 6), i.e., p1 = 0.19, all the receivers with low
packet loss rates, i.e., D3 and D4, can still maintain a high
PQoS in all transmission strategies. However, the PQoS of the
receivers with higher packet loss rates, i.e., D1, D2, and D5,
significantly decreases in all strategies. In particular, receiver
D2 has its PQoS decreased substantially in the SRNC scheme.
The intuition is that mixing up data of all flows makes it
difficult for D2 to receive a full set of the coded packets in
the high-erasure-probability regime. As a result, D2 is not
able to recover its data. As expected, CARE (i.e., exhaustive
search) that searches all the possibilities of partition policies
always achieves the best performance. However, an interesting
observation is that the CARE-SAB algorithm can approximate
the optimal solution with only 30 iterations. This significantly

reduces the search time compared with the exhaustive search
in larger size problems. Indeed, the PQoS achieved by CARE-
SAB is very close to that of the exhaustive search CARE, with
a marginal gap.

D. Network PQoS and Effective Throughput
Versus Erasure Probability

Next, we compare the network PQoS and effective through-
put of different transmission strategies versus the packet loss
p1. The effective throughput is computed based only on the
received data, contributing to the QoS of the users, without con-
sidering application types. Fig. 7(a) shows the average PQoS
across all receivers. As expected, the average PQoS decreases
with the increase of p1. We observe that RNC has the worst
PQoS out of all strategies. This is because of the degraded PQoS
of receivers that cannot recover the transmitted data due to bad
channel conditions. Interestingly, UNI outperforms RNC with a
significant performance gap, due to its partially recovered data.
On the other hand, in RNC, the receivers need to receive a full
set of coded packets for data decoding; however, this may not
be possible due to poor transmission channel conditions. The
NCT outperforms the other schemes but less than that of the
CARE-based schemes, as shown in Fig. 7(a). This is because
greedily optimizing the throughput without considering the
characteristics of the traffic could significantly decrease the
network QoS. Again, 2-PCARE achieves the best performance,
which is followed by CARE-based schemes. We further ob-
serve that CARE-SAB achieves an identical performance of
CARE (i.e., exhaustive search) with much less runtime. This
confirms the efficiency and robustness of the proposed CARE-
SAB algorithm.

Next, we investigate the network effective throughput versus
the packet error rate in Fig. 7(b). As expected, NCT achieves
the best performance because its objective is to maximize the
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Fig. 7. Network performance of different schemes versus p1 with M = 5: (a) average PQoS and (b) effective network throughput.

Fig. 8. Network performance of different schemes versus M for (a) average PQoS and (b) effective network throughput.

network throughput. Interestingly, CARE-based schemes not
only outperform the other techniques but also approximate to
NCT, despite that the objective of CARE is to maximize the
average PQoS. The explanation is as follows. First, CARE
uses PQoS in its formulation, whereby the value of PQoS is
computed based on both the effective throughput (i.e., num-
ber of useful packets) and characteristics of the information
flows. Second, and more importantly, PQoS functions are well
designed, so that a small change in effective throughput is
transformed into the users’ PQoS. Thus, optimizing the PQoS
results in a near-optimum network effective throughput. We
additionally observe that the RNC scheme suffers from com-
bining the data of all flows, resulting in the worst performance,
particularly in the presence of deep channel fading.

E. PQoS and Throughput Versus Number of Flows

We next examine the overall network PQoS and effective
throughput versus the number of data flows in Fig. 8(a) and (b).
As expected, the CARE-based schemes outperform the others
with considerable gaps. The RNC scheme achieves the worst
performance and significantly decreases as M increases. This

is because all-flow encoding suffers from the curse of “all or
nothing” of the RNC decoding constraint, i.e., it requires a full
set of encoded packets for data recovery. SRNC outperforms
UNI in the regime of lower packet error rate, while significantly
decreasing with the increase of p1. This is because encoded
packets cannot be recovered due to high lost packets. Interest-
ingly, the two heuristic ToF and PoF schemes achieve better
performance compared with the traditional NC-based and UNI
schemes. However, when M increases, their performance starts
decreasing considerably. As expected, the 2-PCARE scheme
achieves the best performance, due to its finer grained subflow
partition and encoding. We also observe that the CARE-SAB
obtains a competitive performance by using only 30 iterations.

Additionally, Fig. 8(b) illustrates the network effective
throughput versus M . As expected, the NCT that is optimized
for the throughput achieves the best performance. CARE-based
schemes outperform the other techniques, despite that the ob-
jective of CARE is to maximize PQoS. This is because PQoS
is constructed from both the effective throughput (i.e., number
of useful packets) and characteristics of the information flows.
Thus, optimizing the PQoS will result in high network effective
throughput. The RNC achieves the worst network throughput,
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Fig. 9. Average PSNR of video sequences at receivers versus packet lost rate p1.

and its performance decreases significantly with the increase of
M . This is consistent with the intuition that when M increases
it is more difficult for the receivers to receive a full set of
encoded data for decoding.

F. PSNR Versus Erasure Probability

In addition, we also evaluate the average PSNR based on the
luminance (Y) component of Foreman and Coastguard video
sequences. We assume that each frame of the video sequences
is packetized into an independent network abstraction layer of
1500 bytes. Furthermore, in our simulation, we use short video
sequences, with the Foreman and Coastguard having 30 and
25 packets, respectively. The longer video sequences can be
constructed by concatenating multiple frames. Additionally, we
assume that the PSNR of the encoded sequences Foreman and
Coastguard are 29.95 dB [15] and 45.72 dB [6], respectively,
corresponding to no-error transmission of those streams.

Fig. 9 illustrates the average PSNR of the two video se-
quences using different transmission strategies. In our simu-
lation, the transmitter transmits five data flows, consisting of
three elastic and two delay-sensitive flows, to five receivers.
To compute PSNR, we extract only the received packets of
the two video sequences. As expected, when the packet lost
rate is small, all schemes perform well with high PSNR. This
is because only some of the transmitted data packets were
lost. However, when the packet lost rate increases, the video
quality at the receivers rapidly degrades. As expected, the
proposed CARE-based strategies achieve the highest video
qualities, due to their content-aware encoding and scheduling.
We also simulated the MU-FEC scheme proposed in [49] for
comparison. The MU-FEC scheme exploits intra- and interflow
NC for mixing data of different flows at the transmitter to
improve bandwidth efficiency. In spite of optimizing its coding
for maximizing the network throughput, it does not consider the
content of the traffic, resulting in low PSRN. This is the same
observation for the NCT scheme, which focuses on through-
put maximization instead of network QoS. Interestingly, we
observe that the heuristic PoF scheme achieves very good
performance in terms of PSNR by combining data of only

higher priority flows associated with the video sequences. In
the regime of high erasure rate, with a smaller encoding data
batch, it can successfully transmit data to the receivers with
higher probability. On the other hand, RNC combining all
data together for transmission suffers because most of the data
cannot be recovered at the receivers.

G. CARE-SAB Convergence Rate

We now evaluate the effectiveness and robustness of the
CARE-SAB algorithm. In these experiments, we consider data
traffic consisting of eight data flows, where the first five flows
are the same as before (in Table I), and the additional flows
include one elastic and two delay-sensitive flows that are a
copy of D2 and D4, respectively. We have a total of more
than 4 × 103 possible flow partition policies. To illustrate the
convergence of the proposed CARE-SAB, we vary the channel
conditions randomly with the packet loss rates in the range
between 1% and 20%. In the CARE-SAB algorithm, the initial
state is set by grouping all flows together. Fig. 10(a) and (b) il-
lustrates a snapshot of the PQoS values changing with respect to
the iteration and actual runtime, respectively. The CARE-EXH
achieves the best performance by using exhaustive search for
all possible partition policies and selects the best partition. On
the other hand, CARE-SAB schemes implement the proposed
approximation method to find the optimal partition policy. The
CARE-SAB-Iter represents state by state the chain visits in
each iteration, whereas the CARE-SAB records the maximum
PQoS values, which have been obtained up to that iteration.
The CARE-SAB schemes first aggressively “explore” states,
even the ones with low value of PQoS, and gradually “cool”
down to the optimal solution. As illustrated in Fig. 10(a), it
takes about 200 iterations (about 5% of the search space) for the
CARE-SAB schemes to “hit” the optimal solution, indicated
by the PQoS merged to that of the CARE-EXH. The simu-
lation result is consistent with the theoretical analysis of the
Theorem 5.2, i.e., setting the number of iterations sufficiently
large, an arbitrarily near-optimal solution can be obtained via
the proposed CARE-SAB algorithm.

We further measure the actual runtime of the algorithm based
on the elapsed time of the algorithm implemented on our
laptop (OS Window 7, Intel Core i5 with 4-GB RAM). As illus-
trated in Fig. 10(b), it takes about 0.46 s for the CARE-SAB
schemes to find the optimal solution for the case of M=8
flows. We note that this is only one snapshot of a trial. In prac-
tice, the runtime could be much less than that, if we eliminate
the effect of other concurrent processes in the machine.

We further evaluate the convergence robustness of the pro-
posed CARE-SAB by using different values of β. We recall
that β is the parameter controlling the “cooling” process of
the search algorithm. Fig. 11(a) illustrates the convergence of
CARE-SAB-Iter for different values of β in [0.9, 0.99]. As
observed, it requires more time for the system with smaller
values of β to converge to the optimal solution. This is because
the system with smaller values of β (i.e., β × Tn decreases
faster) “jumps” with larger steps at the beginning of the process
that may visit several “bad” states before converging to the
optimal solution. On the other hand, with greater values of
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Fig. 10. CARE-SAB convergence versus (a) iteration and (b) time (in seconds): M = 8, T0 = 100, and β = 0.9.

Fig. 11. CARE-SAB convergence for different values of β, M = 8, T0 = 100.

β, the system is more conservative in giving high probability
for exploring “good” states. This setting could reduce the
“burning” time of the process before convergence, but it may
result in a local optimal solution. Our experiments illustrated
in Fig. 11(a) shows that the system quickly converges to the
optimal solution within 300 iterations, for all implemented
values of β. Fig. 11(b) illustrates the maximal value of PQoS
that has been found up to the current iteration. Additionally, the
result shows that, for some case, e.g., β = 0.99, the algorithm
quickly obtains the optimal solution in only 100 iterations
(about 2.5% of the search space).

Similar performance is obtained for the case of M = 10,
as illustrated in Fig. 12. As we can observe, the proposed
algorithm CARE-SAB quickly converges to the optimal solu-
tion and is robust with respect to the values of β. For some
cases, e.g., β = 0.9, the CARE-SAB needs more iterations
to find the optimal solution (about 450 iterations). However,
we should note that, when M = 10, there could have 115 975
possible partition policies. Therefore, the increase is justifiable
compared with the exponential increase of the search space.

Additionally, we further evaluate the convergence rate of
the proposed CARE-SAB with different values of the initial
temperature T0. Fig. 13(a) and (b) illustrates the convergence
of CARE-SAB-Iter and CARE-SAB for M = 8 and β = 0.9,
respectively. As illustrated, the proposed algorithm is robust
with respect to different initial values of T0. We further observe
that initializing T0 with different values only slightly affects
the system convergence rate. This is an expected result and
consistent with the theoretical analysis because the temperature
controls how the algorithm explores the search space. In partic-
ular, greater value of T0 provides more freedom to the algorithm
to explore more states, resulting in longer convergence time.
However, such a setting will ensure that the global optimal so-
lution will be “hit” with high probability. Similar results are also
obtained for the case of M = 10 flows, as illustrated in Fig. 14.
With larger search space, in the worst case (T0=100), the algo-
rithm requires about 400 iterations to find the optimal solution.

Finally, we evaluate the scalability and efficiency of the pro-
posed CARE-SAB in Fig. 15. In particular, Fig. 15(a) compares
the performance of the CARE-SAB using different values of
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Fig. 12. CARE-SAB convergence for different values of β, M = 10, T0 = 100.

Fig. 13. CARE-SAB convergence for different values of T0, M = 8, β = 0.9.

Fig. 14. CARE-SAB convergence for different values of T0, M = 10, β = 0.9.

iterations with the exhaustive search CARE-EXH versus M ,
where CARE-10 and CARE-50 represent CARE-SAB that uses
10 and 50 iterations, respectively. As expected, when M in-
creases and given a fixed number of iterations, the performance
of CARE-SAB schemes decreases due to the larger search

space. However, it is interesting to observe that CARE-SAB
schemes can achieve about 90% performance of the exhaustive
search despite using a fixed number of iterations. The results
illustrate that the designed algorithm is scaled well with the
problem size.



9316 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 11, NOVEMBER 2016

Fig. 15. Evaluating the scalability and robustness of CARE-SAB with T0 = 1 and β = 0.9: (a) average PQoS for different numbers of iterations and (b) number
of iterations for CARE-SAB to obtain optimal partition policy and percentage compared with CARE-EXH.

We further evaluate the scalability of CARE-SAB algorithm
by changing M in Fig. 15(b). In particular, we compute the
average number of iterations that the CARE-SAB algorithm
consumes to find an optimal solution. In our experiment, for
each M , we run the algorithm many times and compute the
average of the results. Fig. 15 illustrates the average number
of iterations of CARE-SAB and the corresponding percentage
compared with CARE-EXH for M = 2, . . . , 10. As expected,
the number of iterations of CARE-SAB (i.e., the red line)
increases with M , due to the exponential increase of the search
space. However, compared with the exhaustive search CARE-
EXH, the number of states that CARE-SAB explores to find
the optimal solution decreases significantly (i.e., the dash blue
curve), i.e., from 50% for M = 2 to 3.03% for M = 8 and to
0.15% for M = 10. The simulation results also confirm that the
proposed CARE-SAB algorithm is also scaled well with M .

VII. CONCLUSION

We have investigated the problem of mixing data of traffic
with different service classes to improve the network QoS.
We first showed that exhaustively mixing data across different
data flows at every opportunity may substantially decrease
the network QoS. We then proposed CARE, a context-aware
interflow network coding and scheduling, to maximize the QoS
across all the receivers based on the user satisfaction PQoS. The
objective function of CARE is formulated by considering not
only the characteristics of traffic but also the service classes and
channel conditions. We then showed the hardness of finding an
optimal solution to CARE and proposed an efficient approxima-
tion algorithm, i.e., CARE-SAB, to obtain a guaranteed near-
optimal solution. We further proved the correctness and derived
an upper bound on the convergence time of the CARE-SAB
algorithm. In addition, we described the PCARE scheme that
partially combines data of different flows to further improve
the network performance. Simulation results showed that up to
a 50% performance gain of the proposed CARE-based schemes
can be achieved compared with the existing approaches (e.g.,

RNC). The results also showed that the approximation algo-
rithm is robust with respect to the heuristic parameters and
well scaled with the number of data flows. To the best of
our knowledge, this work is one of a few works studying NC
from the QoS point of view. One of our future extensions
is to investigate an efficient algorithm for optimal subflow
partitioning and encoding of the PCARE scheme.

APPENDIX

PROOF OF THEOREM 5.2

Let us consider any two states πi, πj ∈ Ω. According to the
proposed target distribution, we have θ(πi)=Ce(S(πi))/TB and
θ(πj) = Ce(S(πj))/TB . Therefore, we have two possibilities.

Case 1: If S(πi) ≤ S(πj), we first consider the direction
moving from state πi to state πj . From (31), we
have α(πi, πj) = 1. Thus

θ(πi)P (πi, πj) = Ce
S(πi)

TB q(πi, πj). (A.1)

For the direction from state πj to state πj , we have

α(πj , πi) = e
S(πi)−S(πj)

TB . (A.2)

Hence

θ(πj)P (πj , πi) = Ce
S(πj)

TB q(πj , πi)α(πj , πi)

= Ce
S(πj)

TB q(πj , πi)e
S(πi)−S(πj)

TB

= Ce
S(πi)

TB q(πj , πi). (A.3)

Since q(πi, πj) = q(πj , πi), therefore, from (A.1)
and (A.3), we obtain the detailed balance
equation.

Case 2: Now consider the scenario where S(πi) > S(πj).
Similarly, from (31), we have

α(πi, πj) = e
S(πj)−S(πi)

TB

α(πj , πi) = 1.
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Thus

θ(πi)P (πi, πj) = Ce
S(πi)

TB q(πi, πj)

= Ce
S(πi)

TB q(πj , πi)e
S(πj)−S(πi)

TB

= Ce
S(πj)

TB q(πj , πi) (A.4)

θ(πj)P (πj , πi) = Ce
S(πj)

TB q(πj , πi)α(πj , πi)

= Ce
S(πj)

TB q(πj , πi). (A.5)

From (A.4) and (A.5), we have the detailed bal-
ance equation; therefore, the theorem follows. �
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