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ABSTRACT 
The Convolutional Neural Network Model (CNN) has shown 
excellent performance in many tasks in recent years, such as the 
application in image recognition and classification. In this paper 
we propose a method based on the deep convolutional neural 
network model VGG and radar reflectivity factor to quantitatively 
estimation the rainfall rate intensity, which improves the 
shortcomings of the traditional method Z-R relationship with high 
error. We selected the shallow convolutional neural network 
LeNet for comparison. Then, we studied the effect of selecting 
different sizes of radar reflectivity factor images on the 
quantitative estimation of rainfall rate intensity. The results show 
that the depth convolutional neural network VGG and the 
relatively large size of radar reflectivity factor image are better 
than the traditional Z-R relationship and shallow convolutional 
neural network LeNet.  
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1. INTRODUCTION 
Quantitative estimation of rainfall based on radar reflectivity 
factor has the advantages of wide measurement range and high 
spatial and temporal resolution. The ground-measured rainfall 
stations often show difficulties in accurately calculating the 
rainfall in a certain area because of the sparse distribution [1]. In 
recent years, quantitative estimation of precipitation based on 
radar reflectivity factors has been widely used in meteorology, 
flood prevention, agricultural production and other fields. 

At present, the Z-R relationship is generally applied to 
quantitatively estimate the rainfall rate intensity. The formula of 
Z-R relationship is 𝑍 = 𝐴𝑅 , where 𝑍  is the radar reflectivity 
factor, and the magnitude of the radar reflectivity factor depends 
on the unit of the echo intensity indicating the precipitation target. 
It is related to the size, quantity and phase state of the 
precipitation particles per unit volume of the rainfall target. 𝑅 is 
the rainfall rate intensity. Currently, the rain series algorithm of 
the new generation weather radar uses the formula of Z-R 
relationship set in WSR-88D, that is, 𝑍 = 300𝑅ଵ.ସ  [2]. Because 
different climates, seasons and regions have great influence on the 
error of Z-R relationship, many scholars have proposed different 
optimization algorithms to optimize Z-R relationship. Liu et al [3] 
proposed a grouped Z-R relationship based on the optimization 
algorithm and applied it to the radar quantitative estimation of 
rainfall in the Huaihe River Basin. Based on probability matching 
method (PMM), Zhang et al [4] established a climatic Z-R 
relationship model for convective, thunderstorm, and shower-
mixed rain patterns with ranging. Xu et al [5] proposed a method 
for optimizing the coefficient of Z-R relationship using genetic 
algorithm. However, since the Z-R relationship is estimated by a 
fixed coefficient, there is a real-time inefficiency problem in 
principle. The subtle changes of parameters 𝐴 and 𝑏 lead to the 
disparity of results. The non-parametric and adaptive learning 
method of neural network provide a more effective way to correct 
the error, and effectively solve the real-time inefficient problem of 
Z-R relationship. 

Convolutional neural network is a kind of feedforward neural 
network with convolutional computation and deep structure. It is 
modeled on the visual perception mechanism of the organism, 
which  can extract the discriminative features from the whole of 
image. It is widely used in image recognition and classification 
[9-12]. VGG model is a kind of deep convolutional neural 
network. It was proposed by the Visual Geometry Group of the 
University of Oxford and won the second place of ILSVRC in 
2014 [6].  

In this paper, we applied the deep convolutional neural network 
VGG model to this problem. At the same time, we compare the 
traditional Z-R relational model and the shallow convolutional 
neural network LeNet model [7] in this subject. In additional, we 
verify the influences of radar reflectivity factor range based on 
different sizes on the experimental results. 
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2. METHOD 
2.1 VGG Model Structure 
The VGG model is characterized by a deep network of small-
sized convolutional kernels. It consists of 13 convolutional layers, 
5 pooling layers, and 3 fully connected layers. The model is 
showing in Figure 1. 

The structure of the VGG model consists of convolutional layer, 
pooling layer, and fully connected layer. As shown in Figure 1, 
where “Conv” represents the convolutional layer, “Pool” 
represents the pooling layer, and “FC” represents the fully 
connected layer. 

2.1.1 The Convolutional Layer 
Each convolutional layer contains multiple convolutional kernels. 
A convolutional kernel corresponds to a weight coefficient matrix. 
The convolutional kernels slide through the input image to extract 
the high-dimensional feature map by doing convolutional 
operation between the weight coefficient matrix and the original 
image. The convolutional operation is defined as equation (1). 

𝑦 =   𝑘 ∗ 𝑥(ା)(ା)ௗିଵ
ୀ

ௗିଵ
ୀ (0 ≤ 𝑖, 𝑗 ≤ 𝑛 − 𝑑) 

In the above formula, 𝑥 represents the input feature map of the 𝑙𝑡ℎ layer, 𝑦  represents the output feature map corresponding to 
the 𝑙𝑡ℎ layer, 𝑑 represents the size of the convolutional kernel, 𝑛 
represents the size of the input feature map, and 𝑘 represents the 
weight coefficient matrix of the convolutional kernel. The output 
feature map  𝑦 is then passed through the activation function of 
equation (2) as the input feature map 𝑥ାଵ of the (𝑙 + 1)𝑡ℎ layer. 𝑥ାଵ = 𝑓(𝑦 + 𝑏) 

In the above formula, 𝑏  is the offset of the 𝑙𝑡ℎ  convolutional 
layer, and 𝑓(∙) is the activation function. 

2.1.2 The Pooling Layer 
The pooling layer is also referred to the sampling layer, which is a 
sampling operation on the input image. The dimensions of the 
feature map become too high because many convolutional kernels 
in the convolutional layer extract a large number of features on 

the target image. The pooling layer is mainly used for feature 
dimension reduction, compressing the number of data and 
parameters, reducing over-fitting, and improving the fault 
tolerance of the model. Currently, the maximum pooling, average 
pooling, and random pooling are generally used. By using the 
pooling matrix with 𝑑 ∗ 𝑑 size, the formula of the maximum 
pooling is as equation (3). 𝑥ାଵ = 𝑚𝑎𝑥ஸ,ழௗ 𝑥ା,ା (0 ≤ 𝑖, 𝑗 ≤ 𝑛 − 𝑑) 

2.1.3 The Fully Connected Layer 
The fully connected layer can combine these local features into a 
complete feature map. Generally, in the classification problem, 
the fully connected layer acts as a classifier throughout the neural 
network. In this paper, quantitative estimation of rainfall rate 
intensity is a regression problem, there the function of the fully 
connected layer combines all local features. 

2.2 Gradient Descent With Momentum 
In this paper, the neural network optimization algorithm is the 
momentum gradient descent method [8], which is generally faster 
than the standard gradient descent algorithm. The momentum 
gradient descent algorithm updates the weight of the neural 
network by calculating the exponential weighted average of the 
gradient. 

3. DATA SET PROCESSING 
Our data are collected from the Shandong Meteorological Bureau, 
including radar reflectivity factor data and rainfall rate intensity 
data during August 17, 2018 to August 21, 2018. 
The radar reflectivity factor data are scanned and collected by the 
meteorological radar each ten minutes. The longitude range is 
between 113.20° and 124.30°, and the latitude range is between 32.80° and 39.80°.  
Figure 2 shows an image of the radar reflectivity factor at 12 
o’clock on August 17, 2018, GMT. 
The rainfall data is measured by 1,536 measurement stations in 
Shandong Province. The site records the cumulative rainfall rate 
intensity each hour from 14:00 on August 17, 2018 to 17:00 on 
August 20, 2018. There are 112,128 rainfall intensity data points.  

 

(2) 

(1) 

Figure 1. VGG Convolutional Neural Network 

(3) 
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This paper constructs a set of data  through 112,128 rainfall rate 
intensity data points. By using the site-wide acquisition method, 
the radar reflectivity factor images of 112,128 rainfall rate 
intensity data points corresponding to the 𝑑 ∗ 𝑑 range near the site 
was extracted. Since the radar reflectance factor image is scanned 
each ten minutes, the rain rate intensity data are collected each 
hour. That is, each rainfall rate intensity data point corresponds to 
6 radar reflectivity factor images, as shown in Figure 3. 

 

Radar reflectivity factor

Rainfall measurement site

d
d

6 radar reflectivity factor 
image of d*d size near the site

 
 

 

Then we constructed 112,128 pairs of data samples. The samples 
are independent of each other. After randomly scrambling the data 
points, 80,000 pairs of data samples are selected as the training set, 
and 30,000 pairs of data samples are used as the test set, as shown 
in Table 1. 

Table 1. Data format of training data set and test data set  

 Number of 
Data 

Image 
Format 

Label 
Format 

Training set 80000 [d, d, 6] [1] 

Test set 30000 [d, d, 6] [1] 

In order to make the data distribution of the training set and the 
test set reasonable, we separately calculated the distribution of the 
rainfall rate intensity of the training data set and the test data set, 
as shown in Figure 4. 

 (a) (b) (c)  

In Figure 4, Figure (a) shows the distribution of rainfall rate 
intensity for all data, Figure (b) shows the distribution of rainfall 
rate intensity in the training data set, and Figure (c) shows the 
distribution of rainfall rate intensity in the test data set. 

By comparing the distribution of the training data set, test data set 
and overall data set. It is found that both the training data set and 
the test data set obey the distribution of the entire data set, which 
proves the division of the data set is reasonable. 

4. RESULTS 
4.1 Evaluation Parameters 
In this paper, the performance of the models is quantitatively 
analyzed by means of mean square error (𝑀𝑆𝐸), root mean square 
error (𝑅𝑀𝑆𝐸), mean relative error (𝑀𝑅𝐸), correlation coefficient (𝐶𝐶) and decision coefficient (𝑅ଶ). The formulas for 𝑀𝑆𝐸, 𝑅𝑀𝑆𝐸, 𝑀𝑅𝐸, 𝐶𝐶, and 𝑅ଶ are showing as below: 

𝑀𝑆𝐸 = 1𝑁 (𝑦 − 𝑝)ଶே
ୀଵ  

𝑅𝑀𝑆𝐸 = ඩ1𝑁 (𝑦 − 𝑝)ଶே
ୀଵ  

𝑀𝑅𝐸 = 1𝑁 |𝑦 − 𝑝|ே
ୀଵ /𝑦ത 

𝐶𝐶 = 𝐶𝑜𝑣(𝑦, 𝑝)𝜎௬ 𝜎  

𝑅ଶ = 1 − (𝑦 − 𝑝)ଶே
ୀଵ / (𝑦 − 1𝑁  𝑦ே

ୀଵ ))ଶே
ୀଵ  

In the above formulas, 𝑦 represents the sequence of rainfall station 
measurements, 𝑝  represents the model prediction value, and 𝑦ത 
represents the average value of the rainfall station measurements. 
With the smaller values of 𝑀𝑆𝐸, 𝑅𝑀𝑆𝐸 and 𝑀𝑅𝐸 and the higher 
coefficients of 𝐶𝐶 and 𝑅ଶ, the performance of the model will be 
better. 

4.2 Comparison Results 
In this experiment, the paper compares the accuracy of the VGG 
model with the traditional method Z-R relationship model and the 
shallow convolutional neural network LeNet model. The Z-R 
relationship model selects the formula Z = 300𝑅ଵ.ସ which is the 
most commonly used. 

In order to compare the performance of different models finely, 
the experimental selection of 𝑑  which is the size of radar 
reflectivity factor image equals 32. 𝑑 is defined in Figure 3. The 
experiment was performed on the training set and the test set using 
different models. The scatter plot of the estimated value of the 
model and the measured value of the sites are shown in Figure 5. 
From the distribution of scatter points in the figure, the scatter 
distribution of the VGG model is relatively more concentrated and 
has less dispersion. 

Table 2 and Figure 6 gives the evaluation parameters results of the 
Z-R relationship, LeNet and VGG model. It can be clearly found 
that the evaluation parameters of the VGG model are superior to 
the Z-R relationship model and the LeNet model. 

Figure 2. The image of the radar reflectivity factor at 12 
o’clock on August 17, 2018, GMT 

Figure 3. Radar reflectivity factor image of 𝒅 ∗ 𝒅 range 
near a rainfall measurement site from 4 am to 5 am on 

August 18, 2018 

(4) 

(5) 

(6) 

(7) 

(8) 

Figure 4. Distribution of data sets 
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 (a)Z-R relationship (b)LeNet (c)VGG  
 

Table 2. Evaluation parameters of different models 

 MSE RMSE MRE  CC R2 

Z-R 18.66 4.32 0.78 0.62 0.29 

LeNet 12.79 3.57 0.74 0.71 0.51 

VGG 8.35 2.88 0.58 0.83 0.68 

 

4.3 Analysis of the Sample Size  
By conducting this experiment of comparing different models 
above, it is proved that the performance of the VGG model is 
significantly better than the Z-R relation model and the LeNet 
model. 

The basic premise of this experiment was to take  𝑑 = 32, but 
different 𝑑 will also affect the experimental results. Thus, we have 
taken four different 𝑑 for the VGG model in this experiment. The 
experimental results are shown in Table 3 and Figure 7. It can be 
clearly seen that choosing a relatively large radar reflectivity 
factor image has better performance. 

Table 3. Evaluation parameters of different 𝒅  in VGG model 

 MSE RMSE MRE  CC R2 

d=16 10.93 3.30 0.72 0.78 0.58 

d=32 8.35 2.88 0.58 0.83 0.68 

d=48 6.76 2.60 0.52 0.86 0.74 

d=64 6.16 2.48 0.49 0.87 0.76 

 

5. CONCLUSION 
In this paper, we innovatively applied the deep convolutional 
neural network VGG model to solve the problem of using the 
radar reflectivity factor to estimate rainfall rate intensity. It was 
proved by the traditional Z-R relationship model and shallow 
convolutional neural network LeNet model. The VGG model 
performance is superior to the above estimation methods. 

Experiments show that relatively large-scale radar reflectivity 
factor image and deeper neural network model have better 
performance in this problem. 
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